Assessing the quality of molecular divergence time estimates by fossil calibrations and fossil-based model selection
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Estimates of species divergence times using DNA sequence data are playing an increasingly important role in studies of evolution, ecology and biogeography. Most work has centred on obtaining appropriate kinds of data and developing optimal estimation procedures, whereas somewhat less attention has focused on the calibration of divergences using fossils. Case studies with multiple fossil calibration points provide important opportunities to examine the divergence time estimation problem in new ways. We discuss two cross-validation procedures that address different aspects of inference in divergence time estimation. 'Fossil cross-validation' is a procedure used to identify the impact of different individual calibrations on overall estimation. This can identify fossils that have an exceptionally large error effect and may warrant further scrutiny. 'Fossil-based model cross-validation' is an entirely different procedure that uses fossils to identify the optimal model of molecular evolution in the context of rate smoothing or other inference methods. Both procedures were applied to two recent studies: an analysis of monocot angiosperms with eight fossil calibrations and an analysis of placental mammals with nine fossil calibrations. In each case, fossil calibrations could be ranked from most to least influential, and in one of the two studies, the fossils provided decisive evidence about the optimal molecular evolutionary model.
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1. INTRODUCTION

Since the publication of ‘On the origin of species’ by Charles Darwin (1859), evolutionary biologists have been fascinated by both the genealogical relationships of organisms and the timing of divergences between lineages. This point is apparent in the one figure in Darwin’s (1859) seminal volume, which depicts the diversification of lineages both in terms of ancestor–descendant relationships and in time. In modern evolutionary studies there is a strong and persistent desire to obtain accurate estimates of divergence dates among organisms. Since the early 1960s, methods have been developed that use the degree of genetic divergence between organisms to estimate the age of common ancestry (Zuckerkandl & Pauling 1962, 1965), offering great promise of estimating evolutionary divergence times when fossil information is meagre.

Despite the enthusiasm surrounding divergence time estimation using molecular data, several challenges remain. For instance, the recognition of nearly ubiquitous heterogeneity of nucleotide substitution rates among lineages prevents the straightforward reliance on a ‘molecular clock’: the simple conversion of observed genetic distances into evolutionary rates, and subsequently into evolutionary divergence times (Britten 1986). Another critical issue for molecular dating methodologies is the additional step of fossil calibration that is required for the transformation of estimated branch lengths in phylogenies into absolute divergence times. There has been increased attention to the role of fossil evidence in molecular dating studies (Lee 1999; Smith & Peterson 2002); however, there have been relatively few critical investigations aimed at assessing consistency between independent fossil calibrations and the use of fossil evidence to model changes in substitution rates among lineages (Springer 1997; Shaul & Graur 2002; Soltis \textit{et al.} 2002; Van Tuinen & Dyke 2003).

The contribution of fossils to divergence time studies is substantial, but it is important to consider the several potential sources of error when using fossils to date lineages in molecular divergence time estimates. Such error in fossil dates can result in substantial disagreement between age estimates derived from fossils and molecular dating methods (Benton & Ayala 2003; Bromham & Penny 2003). Perhaps the most common source of error in fossil age estimates stems from the incompleteness of the fossil record, which necessarily leads to a consistent underestimation of any given lineage’s age (Marshall 1990). Other sources of error for fossil dates include issues...
involved with taxonomic misidentification and their erroneous placement on a phylogenetic tree (Lee 1999), or the phylogeny does not accurately represent evolutionary relationships. Error can also arise when the age estimates of the fossil-bearing rocks are wrong (Conroy & Van Tuinen 2003). In addition, error is frequently encountered in calibrating molecular phylogenies with fossil information when dates are misapplied to a crown group that a fossil subtends, rather than the appropriate stem group in a phylogenetic tree (Doyle & Donoghue 1993; Magallon & Sanderson 2001).

In view of the potential multiple sources of error when using fossil dates as calibration points in molecular dating, several studies recommend use of multiple fossil calibrations (Smith & Peterson 2002; Soltis et al. 2002; Conroy & Van Tuinen 2003; Graur & Martin 2004). This may provide a set of fossil age estimates that contain both accurate and inaccurate fossil dates; however, few methodologies have been developed to identify sets of calibration points that are consistent with one another and presumably represent accurate age estimates, versus fossil calibration points that are erroneous (Shaul & Graur 2002; Soltis et al. 2002).

Not only are few strategies available to assess consistency between fossil and molecular age estimates when multiple fossil calibration points are available, but the potential utility of fossil information for determining optimal models of molecular evolution in molecular dating studies has also not been explored. Modern molecular dating methods include several options to account for molecular evolutionary rate heterogeneity. These include pruning genes and lineages that exhibit differing rates of change (Takezaki et al. 1995; Hedges et al. 1996), the selection of different molecular evolutionary models with different rates on different branches (Hasegawa & Kishino 1989; Yoder & Yang 2000), explicit modelling of the evolution of the rate of evolution using Bayesian methods (Thorne et al. 1998; Huelsenbeck et al. 2000) and the use of non-parametric or semi-parametric models of rate evolution (Sanderson 1997, 2002, 2003).

Semi-parametric rate smoothing using penalized likelihood (Sanderson 2002) has been used in several studies examining patterns and mechanisms of lineage diversification using absolute age estimates (Conti et al. 2002; Des Marais et al. 2003; Gray & Atkinson 2003; Near 2004). Penalized likelihood combines the likelihood term of a substitution model, which allows a different rate of evolution on every branch, with a penalty term that prevents rates from varying too much across the tree. The relative contributions of the likelihood term and penalty function are controlled by a smoothing parameter (Sanderson 2002). A cross-validation procedure can be used to provide an objective method for choosing the optimal smoothing parameter value, and thus the optimal ‘model’.

In this study, we examine two studies that have used multiple fossil calibration points for molecular divergence time estimation. We use these datasets to examine the consistency of independent fossil calibration points and to test whether fossil calibrations provide an alternative criterion for model selection under penalized likelihood.

2. MATERIAL AND METHODS

(a) Datasets

We analysed two published studies that used molecular sequence data and multiple fossil calibrations. Bremer (2000) estimated divergence times in monocot angiosperms using plastid rbcL data from 91 monocots and calibrations based on eight reference fossils (table 1a). We obtained all sequences from GenBank, aligned them using CLUSTALX (Thompson et al. 1997), constructed a tree corresponding to fig. 1 in his paper and estimated branch lengths using maximum likelihood as implemented in PAUP* (Swofford 2000) with a GTR + I + Γ model (Swofford et al. 1996). Two of the eight minimum age calibrations are redundant with other calibrations and were deleted in the fossil-based model cross-validation described below (see § 2b). For example, Bremer’s node C is a descendant of Node A, but both are assigned minimum ages of 69.5 Myr ago (Bremer 2000). Node A’s constraint is

Table 1. Fossil calibrations used in fossil cross-validation and fossil-based model cross-validation analyses.

<table>
<thead>
<tr>
<th>fossil calibration dataset</th>
<th>dated node</th>
<th>age (Myr ago)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Bremer (2000).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Tofieldiaceae/Dictyophoropsis</td>
<td>69.5</td>
</tr>
<tr>
<td>2</td>
<td>Araceae/Platia</td>
<td>69.5</td>
</tr>
<tr>
<td>3</td>
<td>Cymodoceaceae/Cymodocea</td>
<td>69.5</td>
</tr>
<tr>
<td>4</td>
<td>Areaceae/Spinizonocolpites</td>
<td>89.5</td>
</tr>
<tr>
<td>5</td>
<td>Zingiberales/Spermatospermum</td>
<td>83.0</td>
</tr>
<tr>
<td>6</td>
<td>Typhaceae/Typha</td>
<td>69.5</td>
</tr>
<tr>
<td>7</td>
<td>Poaceae/Monoporites</td>
<td>69.5</td>
</tr>
<tr>
<td>8</td>
<td>Flagellariaceae/Joinvilleaceae/Restionaceae/Milfordia</td>
<td>69.5</td>
</tr>
<tr>
<td>(b) Springer et al. (2003).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Armadillo/sloth-anteater</td>
<td>60.0</td>
</tr>
<tr>
<td>2</td>
<td>Feliform and/caniform carnivores</td>
<td>50.0</td>
</tr>
<tr>
<td>3</td>
<td>Hippomorph and/cretorrhine perissodactyls</td>
<td>54.0</td>
</tr>
<tr>
<td>4</td>
<td>Hippo/cetacean</td>
<td>52.0</td>
</tr>
<tr>
<td>5</td>
<td>Crown node of Cetartiodactyla</td>
<td>65.0</td>
</tr>
<tr>
<td>6</td>
<td>Crown node of Paenungulata</td>
<td>54.0</td>
</tr>
<tr>
<td>7</td>
<td>Mus/Rattus</td>
<td>12.0</td>
</tr>
<tr>
<td>8</td>
<td>Flying fox and rousette fruit bat/false vampire bat</td>
<td>43.0</td>
</tr>
<tr>
<td>9</td>
<td>Shrew/hedgehog</td>
<td>63.0</td>
</tr>
</tbody>
</table>
redundant because it must have the minimum age of any descendant node that has an assigned minimum age. In analyses of fossil-based model cross-validation, we used two alternative dates as fixed calibrations for the root node of monocots: at one extreme is 140 Myr ago, which was the result obtained by estimation from the sequence data in both Bremer’s (2000) original study and in a more recent three-gene analysis (Wikstrom et al. 2003); at the other extreme is 105 Myr ago, which are the earliest fossils from the monocot crown group (Magallon & Sanderson 2001). The first fossil pollen evidence for any angiosperms at all occurs at 132–141 Myr ago (Wikstrom et al. 2003).

The second study was based on the Murphy et al.’s (2001) multi-gene dataset on 42 placental mammals as used in a later Springer et al. (2003) paper, estimating divergence times using the fossil record of mammals. Springer et al. (2003) used nine minimum age constraints within placental mammals (table 1), and used 105 Myr ago as a calibration date for the crown group node of the placental mammals, selected to split the difference between rather large extremes reported in the literature (Springer et al. 2003). For several of these calibration points, both minimal and maximal ages were reported by Springer et al. (2003), and one fossil calibration was reported only as a maximal age estimate. In these cases we used the only the minimal age estimates and treated the single maximal age as a minimal age estimate (table 1). The 105 Myr ago calibration date was treated as the mean of a prior probability distribution, which was then used in a Bayesian analysis of divergence times (Thorne et al. 1998). We obtained the complete alignment for Springer et al.’s (2003) ‘dataset 1’ from the Proceedings of the National Academy of Science USA’s Web site (www.pnas.org), estimated branch lengths as described above and incorporated all nine fossil age constraints in our analyses. When needed for examining fossil-based model cross-validation, we used 105 Myr ago as a fixed calibration point.

(b) Fossil cross-validation

We used a method developed by Thomas Near and H. Bradley Shaffer (Near et al. 2004) to measure the agreement between molecular age estimates derived using any one single fossil calibration point and all other available fossil calibration points. This method attempts to identify fossil calibrations that generate inconsistent, and potentially erroneous, molecular age estimates.

Given a phylogenetic tree with multiple nodes dated with fossil information, Near et al. (2004) fixed the age of a single fossil-dated node and calculated the difference between the molecular and fossil estimates for all other fossil-dated nodes in the phylogeny. The difference between the fossil and molecular ages using a single fossil-dating node, $v_i$, was defined as $D_i = \text{MA}_i - \text{FA}_i$, where $\text{FA}_i$ is the fossil age estimate and $\text{MA}_i$ the molecular age estimate for node $i$. When fossil age estimates are available for $n$ nodes in the phylogeny, Near et al. (2004) defined $D$ as

$$D_i = \frac{\sum_{v_j \neq v_i} D_j}{n-1}, \quad (2.1)$$

the mean $D_i$ for all available nodes (other than node $v_i$) based on the fossil calibration at node $v_i$. In a given step of the cross-validation analysis, the fossil age for a single node $v_i$ was used as the calibration point in penalized likelihood analysis, and the $D_i$ and its standard error were calculated from the remaining available fossil-dated calibration point nodes. A plot of $D_i$ (figure 1a) provides a visual assessment of the performance of each fossil, although the interdependence of each $D_i$ with all other values

(because each fossil and its associated error contributes to all other values of $D$) limits any statistical analyses of these values.

A two-step procedure was developed by Near et al. (2004) to identify and remove inconsistent fossils from the analysis. First, for each fossil calibration the sum of the squared differences between the molecular and fossil age estimates, $SS$, was calculated:

$$SS_i = \sum_{v_j \neq v_i} D_j^2. \quad (2.2)$$

Each calibration point was then ranked based on the magnitude of $SS$ and the fossil with the greatest $SS$ value was identified as the most inconsistent with respect to all other fossils in the analysis. Second, the average squared deviation, $s$, for all fossils in the analysis was calculated:

$$s = \frac{1}{n(n-1)} \sum_{v_j \neq v_i} D_j^2. \quad (2.3)$$

Following the method of Near et al. (2004) to determine the impact of removing fossil calibration from the analysis, we removed the fossil with the greatest $SS$ and recalculated $s$ with the remaining fossil calibration points. This process was continued until only the two fossil calibration points with the lowest and second lowest magnitudes of $SS$ remained. If all calibration points are approximately equally accurate, Near et al. (2004) propose that the magnitude of $s$ should decrease by only a small fraction as fossils are removed. However, the removal from the analysis of

Figure 1. Histogram of mean percentage deviation ($D_i$) between molecular and fossil age estimates for all nodes using a single fossil calibration point. (a) The result from the monocot dataset, and (b) the mammal dataset (Springer et al. 2003). Error bars, ±1 s.e.m.
extreme outliers that provide very inaccurate calibrations with respect to other fossils should cause an appreciable drop in 1.

(c) Fossil-based model cross-validation

Sanderson (2002) proposed a cross-validation method to determine the optimal level of rate-smoothing in the context of penalized likelihood for a given dataset. This is essentially a model selection procedure that uses a measure of the predictive ability of the family of rate-smoothing models indexed by different values of their smoothing parameter. As originally proposed, cross-validation uses only the information on the estimated number of substitutions on each branch to determine the optimal level of smoothing. In practice, each terminal branch is removed in turn, all times and model parameters are re-estimated and these are used to predict the expected number of substitutions on that removed branch. An overall score is calculated based on the goodness-of-fit of observed and expected numbers of substitutions summed over the tree (Sanderson 2002).

Here, we develop an alternative cross-validation procedure that uses fossils instead of the molecular data. The procedure is restricted to the set of nodes that have minimum and/or maximum age constraints. Any nodes with fixed ages are not considered (although they obviously help in the estimation of all node times). Each constrained node’s constraint is removed in turn, all times and parameters are re-estimated and the node’s new age estimated in the absence of its former constraint. A score for that node is determined as follows: if the new age violates the former constraint, the score is equal to the absolute value of the difference in age between the estimate and the constraint; if it does not violate the constraint, the score is zero. Alternatively, the score can be calculated in terms of percentage error (or zero, respectively). Notice that any estimate can only violate either a minimum or a maximum age constraint, but not both. Scores for each constrained node are calculated and summed across the tree to obtain an overall cross-validation score. This score is then calculated in turn for a range of model smoothing parameters, varying from an overall cross-validation score. This score is then calculated in terms of percentage error (or zero, respectively). Notice that any estimate can only violate either a minimum or a maximum age constraint, but not both. Scores for each constrained node are calculated and summed across the tree to obtain an overall cross-validation score. This score is then calculated in turn for a range of model smoothing parameters, varying from effective clock-like to highly variable, and the smoothing value that corresponds to the lowest cross-validation score is regarded as optimal for the dataset.

3. RESULTS

(a) Fossil cross-validation

Cross-validation analysis of the fossil calibration points revealed appreciable average deviation (D̂) between the fossil and molecular age estimates in both the monocot and mammal datasets (figure 1). In the monocot dataset, fossil calibrations for the nodes subtending the Zingiberales and the Gramineae (Poaceae) (nodes 5 and 7; table 1) exhibited the largest average deviation, exceeding 200% (figure 1a). Interestingly, one fossil calibration in each of the datasets exhibited appreciable average negative deviation (node 1 in the monocot dataset and node 7 in the mammal dataset), indicating that when these fossils were used as calibration points they consistently resulted in molecular age estimates for other nodes that were much younger than their fossil ages.

The summed squared values of the deviations between molecular and fossil ages, SS, are plotted in figure 2. The magnitude of SS matched the average percentage deviation between fossil and molecular ages, and the ranking of these values determined the order in which fossils were excluded from the analysis. In the monocot dataset, removal of the fossil calibrations for the Zingiberales (calibration 5, table 1a) and Gramineae (calibration 7, table 1a) resulted in a 10-fold decrease of 1 (figure 3a). Removal of the remaining fossil calibrations had no impact on the magnitude of 1 for the monocot dataset (figure 3a). In the mammal dataset, the fossil calibrations for the split within the perrisodactyls (fossil calibration 3, table 1b) and the divergence between the rodents Mus and Rattus (fossil calibration 7, table 1b) exhibited the largest magnitude of SS (figure 2b). Removal of these two fossil calibrations resulted in a fivefold decrease in 1 (figure 3b). Removal of the remaining fossil calibrations resulted in a slight and continual decrease up to the point where only two fossil calibrations remained (figure 3).

(b) Fossil-based model cross-validation

Results from ‘conventional’ cross-validation based on the sequence data alone and fossil-based cross-validation are shown for the two datasets in figures 4 and 5. The sequence-based cross-validation score varies smoothly and has an optimal value at an intermediate smoothing level for both datasets. Thus, with respect to the model’s ability to predict the distribution of substitutions on branches of the tree, an intermediate level of rate variation performs best: rates that are neither too clock-like, nor too rapidly varying. This agrees with the findings of Sanderson (2002) and many other papers that have used this cross-validation criterion.
The results from fossil-based model cross-validation are more variable. A plot of the cross-validation score versus smoothing value (figure 5a) for the monocot data shows different results for the two different fixed calibration times of monocots at 105 and 140 Myr ago. The cross-validation error rates are uniformly higher for the 105 Myr ago calibration, peaking at ca. 17% at a log smoothing value of ca. 2.8. Error rates for the 140 Myr ago calibration are highest (ca. 12%) at low smoothing values and lowest (ca. 10.8%) at clock-like values and at intermediate smoothing values. This probably arises because the 105 Myr ago date, in the context of the sequence rate variation, conflicts the most with the fossil minimum age constraints. Evidence for this is found in a clock-based analysis of the same data, which is consistent with a much older date for crown group monocots of ca. 140 Myr ago. The 105 Myr ago date requires much more rapid fluctuation in rates of evolution on the tree, and hence lower smoothing values (and higher error).

Based on ca. 10 times the sequence length of the monocot dataset (partial sequences from 22 genes), the mammal dataset exhibits less dramatic shifts in apparent rate than the monocot data. A plot of the cross-validation score versus smoothing value (figure 5b) shows that the error rate is highest for a clock model (ca. 6.5%) and that the lowest rate occurs at a log smoothing value of ca. 0, corresponding to ca. 2% average error across constraints. The dataset is a bit unusual because, even though it is non-clock-like ($\chi^2$ test rejects clock: $p < 0.001$), the magnitude of rate variation never exceeds about fourfold across the tree regardless of how low a smoothing value is chosen for the model. Cross-validation suggests that it does not matter much what model is selected below a log smoothing value of ca. 0.5, but it decisively prefers models that are far from clock-like.

4. DISCUSSION

The great interest in reconstructing divergence times from sequence data and the rapidly accumulating number of case studies is beginning to foster critical investigation of methodologies. Setting them in the context of multiple fossil calibrations can significantly enrich these investigations. We have examined two such approaches: assessing the impact of individual fossil calibrations on divergence time estimates; and using those calibrations to help to select among models of rate variation that vary in how quickly rates change. A third issue can also be addressed based on these two: how well are methods performing? In particular, are so-called relaxed clock methods estimating divergence times more accurately than methods that assume a clock?

Fossil cross-validation analysis of the monocot and mammal datasets both indicated the same thing. Fossil
Fossil calibrations are not created equal. Some of them have a much more dramatic impact on estimating the age of uncalibrated nodes in the tree than do others. This effect may depend on the position of the nodes that are dated with error-laden fossils relative to nodes calibrated with uncalibrated nodes in the tree than do others. This effect may depend on the position of the nodes that are dated with more clock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration, clock-like models perform worse than very unclock-like models.

Together, these two cross-validation procedures also shed light on the basic question of whether relaxed clock methods are working. By discarding one or two problematic fossil calibrations that impose large deviations on the remaining calibrated nodes, it is possible for penalized likelihood methods to do a reasonable job of estimating divergence times, at least in the sense of obtaining sets of ages that are largely consistent. Moreover, in the fossil-based model cross-validation it is possible to directly compare the average age error (cross-validation score) under a range of models, from completely clock-like to highly rate variable. For the well-behaved mammal data, relaxing the clock improves the average age error of a node from 6.5% to just over 2%. The effect is not as consistent or dramatic in the monocot data, but even there, for the 105 Myr ago calibration, clock-like models perform worse than very unclock-like models. However, for the 140 Myr ago calibration the opposite is true. We think these procedures will form a useful set of tools to assay other divergence time methods.

Fossil calibrations are simultaneously both informative about divergence time and rates and also subject to significant error (Lee 1999; Smith & Peterson 2002). Addition of a substantial number of fossils to empirical studies promises to reveal the extent of rate variation in sequence evolution and to provide better information on the limits to accurate age estimation. Ultimately, we may well conclude that accurate divergence time estimates require multiple reliable calibrations. That is too bad, if true, but it may be true. Until this largely empirical question is resolved, it may be desirable to evaluate existing and new methodologies in the context of a few carefully chosen systems that offer numerous fossil calibrations. If methods can be fine-tuned to succeed in problems where cross-validation is feasible, then there may be some hope to extend them to more difficult problems with fewer available fossil calibrations. Ironically, the systems in which divergence time estimation from sequence data is needed most critically are the ones with few or no good calibrations (e.g. Darwin’s finches, East African cichlids). However, the fossil record is rich in many taxa. Perhaps we should learn to walk in the context of these systems before learning to run in the real world.
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